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ABSTRACT
Real-time chat conversations and community question-and-answer
websites play an increasingly important role in alternative options
for higher education and self-directed learning for adults, how-
ever without curation of knowledge that published textbooks and
syllabuses enjoy, information is difficult to find. In this paper we
explore using Seq2seq, a LSTM based encoder-decoder algorithm
from deep learning to tag real-time chat conversations that occur
in the help section of a programmer community, with the intention
of then applying automatic summarizing and indexing. We com-
pare Seq2seq against traditional NB and SVC methods. The result
show that Seq2seq/LSTM outperforms NB and SVC, though larger
datasets are needed.

CCS CONCEPTS
•Applied computing→Computer-assisted instruction;Col-
laborative learning; E-learning.

KEYWORDS
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1 INTRODUCTION
The internet has been revolutionary as a source of knowledge:
a vast amount of knowledge is available to anyone to seek out;
whether in the form of scientific papers, or documentation and
guides, or instructional videos. The information available on the
internet can present a real alternative or supplement to higher
education, allowing adult learners to develop the skills they need
for a career without going through traditional higher education
routes which can incur large student debts.

The wealth of information available on the internet is often
likened to a vast library of information accessible at one’s fingertips;
but, that analogy is now out of date. The internet is no longer just
connects learners with a piece of information; it connects learners
with real live teachers.

Scientific papers, documentations, and instructional videos are
all forms of non-interactive knowledge - a learner accesses this
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information; and should they have further questions or desire dis-
cussion, they go elsewhere. But with the internet being an increas-
ingly large part of our lives; and with people spending longer on
the internet, perhaps even constantly connected to it via smart-
phones and via push-notifications (a way to be notified in real-time
about events or messages); it is increasingly possible to exchange
information using the internet in an interactive way. Learners can
connect and exchange messages with a teacher (or anyone will-
ing to share instruction or knowledge, not necessarily in a formal
teaching context), and should the learner have further questions,
then clarification could be sought; or should the teacher feel the
learner has some incorrect assumptions that would lead them to the
wrong conclusion, then they can raise it rather than let the learner
walk away with an incorrect understanding. This represents not
only access to living knowledge at an unprecedented scales, but
also allows interacting with the experience of these teachers and
not just their knowledge.

To date, several prominent online community-based question-
and-answer (cQA)websites exist, such as StackOverflow, andQuora.
In both, those seeking answers can post a question, and later those
who are able provide answers can do so. The original asker (or
any others joining the conversation) can then engage in further
discussion by adding comments. This provides interaction, but of-
ten with an understanding that any discussion will happen with
delays of perhaps hours to days. The consequence of these delays
is that sometimes the question asker eventually figures it out them-
selves, or abandons the task; or answerers providing an answer but
neglecting to reply to further enquiries. This is a problem in the
case of tech support or questions that arise during programming,
which moves fast enough that delays of hours or days can be highly
disruptive to accomplishing a task.

A more real-time version of this kind of interaction exists, online-
chat. A medium that is almost as old as the internet itself, with
prominent programs like IRC (Internet Relay Chat) having been
around since the 1980s. While IRC has been around for a long
time, it’s really only recently that real-time text chat has become
increasingly used as a medium for technical support and asking and
answering question. Its benefits include being a more approachable
and natural way of seeking information[26].

Both real-time chat and cQA websites however suffer from a
common problem - duplication, where similar questions are posted,
and answers that could be re-used to answer other questions, for ex-
ample Liu et al 2018 [17] found that at least 78% of cQA best answers
were reusable. Summarization and de-duplication manually is time-
consuming[7], so there have been efforts to use machine learning
and automation to apply these to cQA websites[29], however to
date little has been done to study the same problem in real-time
chat.
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Real-time chat poses new challenges for indexing, summarizing,
and de-duplication: unlike cQA websites where questions, answers,
and discussions are naturally separated from each other by the
workflow of using these services, in real-time chat there is no struc-
ture imposed other than that of our natural languages; furthermore
partly due to these challenges, real-time chat discussions are not
often indexed by search engines, putting them further out of reach
of those seeking information.

This paper will explore the use of deep learning with LSTM
as a means to automatically detect the start of a question being
asked in an online chat conversation, and thereby overcoming the
challenges that real-time chat poses. When combined with other
models to detect the end of a conversation, existing summarizing
techniques [20], indexing, and search can be used to make question-
and-answer sessions conducted over real-time chat to be as easily
and reliably searchable as cQA websites.

2 DATASET
The chat application Discord1 is a growing and increasingly pop-
ular choice for programmer communities, with one of the larger
Python communities2 boasting over 17,000 members at the time
of writing, with several thousand members typically online at any
given time. The community has an area dedicated for asking ques-
tions about python, and for members to help each other to resolve
their programming questions and programming problems.

A dataset from this Python Discord server is collected using the
software DiscordChatExporter3. Two datasets were collected for
use in this paper, one spanning a day, which includes 708 messages;
and another spanning five days, which includes 8043 messages.

The dataset is exported as CSV, and includes the following data
(Figure 1):

• Author (who wrote the message)
• Timestamp (with accuracy in minutes)
• Message (the text content of the user’s message)

Each message was labelled by hand with a binary outcome of
whether the message could be considered the start of a new ques-
tion.

Figure 1: Input dataset options

1https://discordapp.com/
2https://pythondiscord.com/
3https://github.com/Tyrrrz/DiscordChatExporter

3 METHODOLOGY
3.1 Problem definition
The dataset contains the logs for a real-time chat service in which
many people can freely chat, the topic of the chat is for users to ask
questions about Python programming, and for others to answer the
questions if they are willing and able to do so. The chat is in English
and does not have any structure imposed on it - participants can
write a message at any time.

Two methods have been applied to the data; the first is an embed-
ding of the text in the deep neuron layers, then using NLTK[18, 24]
and Gensim[21] to further sort the text. In the second method, a
hash function4 [27] is applied to the text to create an input vector
for each message. All rows are normalized to the maximum row’s
size of 254 words; and with 708 rows in the one-day dataset, the
resulting final matrix is of dimensions 254 × 708. With the 8043
rows in five-day dataset, the resulting final matrix is of dimensions
254 × 8043.

Applying the hash function[27] to the username allows the name
to also be another dimension. The timestamp serves as another
dimension. Therefore the input dimension are:

• 254 input dimensions: only the text

(1) text
Hash
−−−−−→ number

(2) text
embeddinд
−−−−−−−−−−→NLTK/Gensim

Hash
−−−−−→ number

• 255 input dimensions: text+people/text+time
• 256 input dimensions: text+people+time

Figure 2: Hash function

The one-day dataset is divided into three cases of training and
testing datasets split by time; for example the first 30-minute case
consists of data from the first 23hour 30 minutes used for training;
and data from the last 30 minutes used for testing. Note that the
time and length do not vary linearly as it depends on how many
people were writing messages during that time.

• 30-min case: the length of the training dataset is 687 (97.0%)
and the length of the testing dataset is 21 (3.0%)

• 60-min case: the length of the training dataset is 654 (92.4%)
and the length of the testing dataset is 54 (7.6%)

4https://www.programiz.com/python-programming/methods/built-in/hash
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• 90-min case: the length of the training dataset is 650 (91.8%)
and the output length of the output sequence is 58 (8.2%)

Time 30-min 60-min 90-min
Training size 687 654 650
Testing size 21 54 58

The five-day dataset is divided into training, validation, and
testing datasets, similarly split by time: 3 days worth of data are
used for training, 1 day for validation, and the final day for testing.
Again, note that the time and length do not vary linearly as it
depends on how many people were writing messages during that
time.

• 1st to 3rd day case: the length of the training dataset is 6070
(75.5%)

• 4th day case: the length of the validating dataset is 1024
(12.7%)

• 5th day case: the length of the testing dataset is 949 (11.8%)

Training data size Validating data size Testing data size
6070 1024 949

The output dataset is labeled by 6 different people, who decide
whether each row of text constitutes the start of a question or not;
with numerical value 1 or 0 representing the two cases. The final
result is a rounding number of the average of these six people
answers: y = roundinд( 1n

∑n
i=1 pi ).

4 EXPERIMENTS
In this section, we describe the compared methods, implementa-
tion details and evaluation metrics. We also discuss the results of
different models.

4.1 Compared methods
We compared out proposed model with the following methods.

• Naive Bayes classification[15]: NB is a traditional machine
learning method used in classification tasks in education
topics;

• Support Vector classification[22, 30]: SVC is a version of
SVM, also with past applications in classification tasks in
education topics;

• DeepNeural networks [19] include the Seq2Seqmodel, which
is an LSTM-based model, used with different combinations
of text, author, and time.

Seq2Seq was chosen as it is a class of neural networks shown
to work well with NLP problems, and text-based summarization
[25], and fits with future plans for this research to produce not only
classifications for the start of a question but also searcheable tags
and other indices. For that reason Seq2Seq was desirable to be used
despite other methodologies such as RNN being able to produce
the same kind of binary classification as explored in this paper.

4.2 Implementation Details
BernoulliNB model is selected from the Naive Bayes, and in the
BernoulliNB model, all the parameters are set up to be in default
numbers, which means alpha = 1.0,binarize = 0.0, classprior =
None, f itprior = True . In the SVM model, SVC has the paramert-
ers C = 1.0, caches ize = 254, classweiдht = None , coe f 0 =
0.0, decisionf unctionshape =′ ovr ′, deдree = 1, дamma = 0.1,
kernel =′ rb f ′,maxi ter = −1,probability = False , randoms tate =
None , shrinkinд = True ,tol = 0.1 and verbose = False . Note we
use scikit-learn[2, 4, 10, 23] to implement the SVC and Naive Bayes.

Keras is used for all deep neural network implementations [5, 6,
12] which is a deep learning library based on Tensorflow [1, 10, 11].
The Stochastic gradient descent using the RMSProp optimizer 5 is
applied to update trainable parameters with mini-batch size 10. The
sequential model has two hidden layers, and the first hidden state
is dense, set with 128 neurons, the first layer activation function is
Relu [3, 16], then a 40% dropout followed after the first layer; The
second layer is also a dense layer, it has hidden 64 neurons with
activation function in Softmax [8, 14], followed by a dropout 0.2.
The model compile has binary cross entropy loss6. [9] The diagram
is shown below in figure 3.

Figure 3: The deep neural network sequential data imple-
mentation workflow

4.3 Evaluation metrics
A confusion matrix[13, 28] has been used in the evaluation, with
the accuracy formula defined as:

Accuracy =
TP +TN

P + N
(1)

Where in this equation, TP represents true positive; TN is true
negative; P is the condition positive ( the number of real positive
cases in the data), N is the condition negative (the number of real
negative cases in the data)

5http://www.cs.toronto.edu/ tijmen/csc321/slides/lectures l idesl ec6.pdf
6https://keras.io/losses/
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Table 1: Results data using the one-day dataset, with best per-
formance marked in bold.

Prediction 30-min 60-min 90-min Overall
NB 66.7% 40.74% 44.8% 50.74%
SVC 38.9% 62.9% 55.17% 52.32%

Seq2Seq(Hash text) 61.9% 59.2% 67.24% 62.78%
Seq2Seq(embedding text) NA NA NA NA
Seq2Seq(text+people) NA NA 60.3% NA
Seq2Seq(text+time) NA NA NA NA

Seq2Seq(text+people+time) NA NA NA NA

Table 2: Results data using thefive-day dataset, with best per-
formance marked in bold.

Prediction Accuracy
NB 72.2%
SVC 68.1%

Seq2Seq(Hash text) 83.09%
Seq2Seq(embedding text) 66.2%
Seq2Seq(text+people) 76.9%
Seq2Seq(text+time) 65.4%

Seq2Seq(text+people+time) NA

4.4 Results and discussion
We have hand-labelled the one-day dataset collected from the pro-
gramming community chat board, split the dataset into training and
tests, and applied several different models, NB, SVC, and Seq2seq
to it.

The table 1 shows the accuracy prediction from the different
models. The 30-min means the test dataset is the text from 11:30pm
till the next day 00:00am, 60-min means the test dataset is from
11:00pm till 00:00am and 90-min means the test dataset is from
10:30pm till 00:00am. NA in the table means not applicable, indicat-
ing that the model did not converge.

The results in the Table 1 shows that in the 30-min model, NB
has a better accuracy, at 66.7% than SVC and Seq2Seq models; in
the 60-min model, SVC can achieve the accuracy up to 62.9%, which
is better than all others. Seq2Seq has the highest accuracy up to
67.24% among all models at the 90-min and overall accuracy is
about 62.78% in the Seq2Seq model.

Using the larger five-day dataset sees accuracy increase to 83.09%
over NB accuracy of 72.2%.

With more data, it is possible that Seq2Seq models are able to
achieve higher accuracies, and more likelihood of convergence.
The results in Table 2 shows that Seq2Seq(text+people+time) can
achieve the highest accuracy at 83.09%, while NB and SVC machine
learning methods can only achieve about 70% accuracy.

5 CONCLUSIONS
The ability to classify the start of a question in a real-time chat
conversation in a programmer community is the first piece of the
puzzle to being able to extract questions and answers, and index
them to make them searchable by other learners seeking for similar

discussions and topics. An accurate model would be able to run
in real-time, automatically collecting and post conversations to a
searchable database as they happen, building a larger library of
knowledgemore rapidly than can be done by traditional community
question-and-answer website formats.

We explored the use of Seq2seq, a LSTM-based method from
deep learning, showing that even with a relatively straightforward
implementation, it is able to achieve better results than traditional
NB, and SVC models

Future work include applying the model to larger datasets, and
extending the model to also detect the end of a question/topic, and
identify sub-classes such as requests for additional information,
comments with low relevance to the topic, and interruptions from
other users that do not contribute to the topic.

With the growth of popularity of real-time chat as a means for
internet users to exchange information, this represents a growing
repository of information that remains relatively opaque to those
searching for information.
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